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The New Age of AI (2020/GPT-3 - )

One (Very Large General) Model

Natural language 

prompt (instructions)

Demonstrations 

(optional)

Output

Across tasks, languages, and modalities

2022/ChatGPTParadigm Shift

Example(s): GPT-4/4V, …

1 General AI

2 Language Interface

3 Generative AI

Generative models (openai.com), June 16, 2016

Generate anything: text, 
image, audio, video, …

5 Reasoning Engine

Generative Pre-training

System prompt 

(optional)

Context/Input

4
In-Context Learning 

(Zero/Few-Shot Learning)

(billions/trillions Parameters)

Foundation Model 

/ (M)LLMs

https://openai.com/research/generative-models
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* GPT-4 architecture, datasets, costs and more leaked
* List of animals by number of neurons - Wikipedia

1.8T

GPT-4: 
1.8T parameters *

The Power of Scaling (Law)

Specialist models
…

~200T

Human Brain: 86B neurons, 
~200T synapses *

100x

Is (the first) scaling (curve) all we need??

YES and NO

https://the-decoder.com/gpt-4-architecture-datasets-costs-and-more-leaked/
https://en.wikipedia.org/wiki/List_of_animals_by_number_of_neurons


First Principle of Scaling Law (Curve)

Data
Model 

Architecture Learning

Next-Token 

Prediction
Carefully-curated & 

Synthetic data

Transformers

Hardware

First Principle

Compute (Training Cost)
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* Lower PPL = higher compression ratio / performance / intelligence

Model size * Training Tokens

GPU/TPU

x Scaling



The Second Curve of Scaling Law

Compute (Training Cost)
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10-100x

* Lower PPL = higher compression ratio / performance / intelligence

Human 

Brain

Human Brain: 86B neurons, 
~200T synapses

1.8T

600x
Brain is ~600x more efficient while 100x larger

A(G)I

100x
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Inference Cost

Vanilla Scaling

GPT-4: 
1.8T parameters *

* GPT-4 architecture, datasets, costs and more leaked
* List of animals by number of neurons - Wikipedia
* Does Thinking Really Hard Burn More Calories? - Scientific American

Model size * Training Tokens

https://the-decoder.com/gpt-4-architecture-datasets-costs-and-more-leaked/
https://en.wikipedia.org/wiki/List_of_animals_by_number_of_neurons
https://www.scientificamerican.com/article/thinking-hard-calories/


The Second Curve of Scaling Law

Data
Model 

Architecture Learning

Learning Law

Multimodal Native

AI-in-the-data-loop
The Revolution of 

Model Architecture

Hardware

BitNet, RetNet Data AI

xPU (New GPU)

First 
Principle

Optimal Compression

x Scaling
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